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1 Introduction

This project aims to investigate the possibilityusfng a thermally actuated magnetic
device to achieve controllable, compact magnegicié through the use of a combination
of novel materials and well understood supercoratactThis combination of a strong,
extremely controllable field that can be accessed surface, rather than in a solenoid,
would have great advantages. Taking the examplaeo¥RI scanner, rather than
patients being confined to a narrow, claustrophtitie, they could merely lie on a table
top. Indeed, since the patient no longer neetie tioside the coil, we might even be able
to dispense with the table and merely use a haddi&nd” design. The wand would
contain the field, and as long as we can tracgatstion relative to the patient accurately
enough, we can compensate for the moving field. Bexhuse we only need enough
power to trigger each pulse, rather than maintmigd currents flowing through a
solenoid, systems can be designed to be far snaadtbmore portable. The idea of using
heat and the changing magnetic properties of vamoaterials with temperature to
manipulate magnetic fields is not a new one — ebdak as 1890 Nikola Tesla himself
suggested a device for generating electricity ntakise of the Curie point of a block of
soft iron to disturb flux distribution and generatdtages. However, to the best of our
knowledge no attempt has been made to combinevitiissuperconductors in the way
we propose to create strong magnetic fields.

1.1 Current options for generation of strong magnetic fields

Strong, uniform magnetic fields have a multitudeisés in our society. High profile
examples include MRIscanners, used in hospitals worldwide, magneticibgs, and
certain display systems. However, creating thedddiis a problem. Permanent magnetic
ferrous materials have their maximum field limitggdthe number of unpaired electrons
in the valence shells. Each unpaired electron presla magnetic moment, and the sum
of these moments normalized for volume gives usrtheimum theoretically obtainable
field (when all spins are aligned together).

In the case of iron we have a bce structure wighubipaired electrons per atdm

Figure 1-1 — BCC unit cell structure

Nikola Tesla “Pyromagneto-electric generator”, ptgent office May 1890

Magnetic Resonance Imaging

The number of electrons is not a simple integer th the way the electrons spread out in bcc iron,
but the derivation of this value will not be shohare.
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The Iron atoms in a BCC unit cell have radii of 24LA

If we take a diagonal slice through our BCC cekl, @an see that the atoms in the corner
each touch the centre atom, giving a diagonal lkengdr, wherer is the radius of the Fe
atom. We know the unit cell is a cube, thus wefaahits sides:

12+ (V2L) = (ar)?

L* +2L° =16r?

3% =16r?
ar L2:1—6r2
3

L=r\/£;: 286A

V2L

Figure 1-2 — Calculating the size of a unit cell &CC Fe

The volume is thus . which gives us 23.48%(2.34673*10*°m°)

Each bcc unit cell contains 2 atoms (one centta d eighths in the corners)
So we have 4.4 unpaired spins per unit cell

The total magnetization is given by the sum ofrtiements divided by the value
The magnetic moment due to a single electron spgiven by the Bohr magneton,U

Up=9.27x10°* JIT

U
M = L=(9.27x102“)*4.4 | 2.34673*1G°
Volume

B=uoM where uo, the permeability of free spacejiven by 477x107’

ThusB=2.18T



There are a few elements that have higher sataratagnetizations, but they are not
common. In reality the achievable field is loweanhthe calculated value as not all the
spins will align. A realistically achievable figuie of the order of 1.7T.

Permanent magnets also produce non uniform fighd$ie example below, flux density
is highest at the corners of the material, fallfigrapidly towards the centre. Solenoids,
where a current is passed through a coil to creatagnetic field, can do better, but at a
cost.

Figure 1-3 — Field distribution in a solenoid (leftand a permanent magnet (right)

The field is only uniform in the centre of the ¢ailaking accessibility an issue, and high
fields require high currents. As we increase th&fstrength, losses due to these currents
quickly lead to overheating problems.

Figure 1-4 — A liquid nitrogen cooled solenoid. Mbsf the space is occupied by the cooling coils!



We can improve things by using a coolant suchcasdinitrogen, which makes the
system even larger, or by using a superconductiig®uch systems work well, but are
very large and expensive to maintain. A smallenpser system would have clear
advantages. This project aims to look into a pdssilay of realising this aim using a
“flux pump”

1.2 What is a thermally actuated magnetic system?

It sounds a bit of a mouthful — however, as the @anggests, it is a device that can
pump magnetic flux from point A to point B. In dgiso it should be possible to create
an area of controllable flux density of almost &by strength, as suggested by Dr. Tim
Coombs, the supervisor for this project. From lmerethis proposed system will be
referred to as a TAS.

1.2.1 How could it work?

We can do this by using a material with a varigidemeability. A higher permeability
material will tend to concentrate the flux of arpbgd field. If this high permeability area
can be moved, then so can the magnetic field. Weachieve this merely by holding a
block of iron under a magnet — under the high peaiigy iron, the flux density will be
increased over the local value. However, this istmach help — we have no way of
“offloading” this flux and causing it to accumulagenything we move from A to B
moves back again when we remove the block. Whateeel is a way of moving our
block inwards, without its removal completely resiag what we have achieved.

If for instance we have a circular disk of mateaatl can produce a toroidal area of high
permeability moving inwards from the outer edgenthwe have such a situation. We
could do this with a material whose magnetic propemwere temperature dependant. As
with any permanent magnet, the maximum field araiitoroidal area will be at the
edges. So as the toroid moves inwards towardsethige; we observe a peak of magnetic
field tracking with the leading edge towards thetoe

Crucially however, if the permeability then dropsrh the outer edge inwards, the
trailing edge is still moving towards the centrthe system is not symmetrical, so rather
than reversing the flux pump, it actually repeats the same direction:

4 GBP290529 “Superconducting Systems”



1) Heating up from the outer edge:

lllustration of flux
Axis of rotaion density above material a

5
thermal wave progressesM

|
|
|
|
|
! COLD
|
|
I
|
I

‘Direction of thermal way

First, a heat pulse is applied at the outer edgewfcylinder. As the heat pulse moves
inwards, the permeability falls. Due to flux contrations at the boundary between hot
and cold, we get a pronounced peak moving in towénd centre.

2) Cooling down from the outer edge:

lllustration of flux
Axis of rotatiol density above material as
thermal wave progresseg

COLD

‘Direction of thermal wan
Figure 1-5 — Magnetic wave creation

When the heat pulse is turned off, the sample domis the outer edge inwards. Again
we have a magnetic pulse moving inwards — thesthat the peak due to flux
concentrations appears at the boundary between aighlow permeability. Although the
boundary is reversed, the direction of travel i$.no




2 Introduction to superconductivity

The previous section introduced the idea behind&.While a way has been suggested
of “pumping” flux from point A to point B, so faramethod has been suggested for
keeping it there.

To find a solution to this problem, it is necesstarynake use of superconducting theory,
and the following section will give a brief introction to the basics to ensure grounding
for later sections of the report.

2.1 What is a superconductor?

A superconducting material is a material that eithibero resistance to current flow.
Almost all conductors exhibit a drop in resistamgth falling temperature — and many
will exhibit a change to a superconductor at sonteal temperature, &

This was first observed in 1911 by Heike Kamerlit@tmesn Mercury. He was
studying the resistivity of the material, and netidhat it disappeared completely and
abruptly at a Tof 4.2K.

a1s

Mercury
suparconducting
transition
010}

A zero
Ry | resistance
state |

Qa5

9] 41 4.2 4.3 4.4
Temperature (K

Figure 2-1 — Superconducting transition temperature

We will start by considering a “perfect” superconthr — called a type | superconductor:

dB
If a conductor is placed in a changing magnetilcl fiei.e. at 20



Then according to Lenz’s lava current will be induced in that conductor whose
sense is such so as to create a magnetic fieldppaises the field that created his is
the basis behind screening of electrical wiresddaed currents in the shielding prevent
the penetration of an externally applied fieldhe tvires inside the sheath.

However, in a standard conductor, there is sonistaege, and the blocking effect is not
perfect — some energy is dissipated as heat dilne ttmduced currents.

In a perfect conductor, there would be no lossestduneat, and so complete blocking of
applied field. We would have a perfect diamagnet.

However, it should be noted that a superconductdraaperfect conductor are not quite
the same. The differences become apparent wheideoing how the field is applied.

5

. Formulated by German physicist Heinrich Friediighil Lenz in 1833

This is obvious if conservation of energy is ddesed. If the sense of the current were reversed,
then the applied field and the conductor would tendccelerate towards each other, generating

increasingly large currents in the conductor, amuldasingly large amounts of kinetic energy — weldo
have made energy!
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Zero-field cooled

Field cooled

If we make our conductor into a perfect cartduin the absence of any
applied field, then apply a field, the maaéwill experience a non zero

d%t, and so currents will be induced to block thisdfientirely.

Likewise, if we have a superconductor in its sapeducting state, and
then apply a field, we will have currents indutedblock this field, and
again zero field penetration

So in the zero field cooled case, a perfect cotadiand a superconductor
behave the same.

Parfect conducior Supeconducior

B=0
O O
B0
() )

Figure 2-2 — Zero field cooling

The difference only becomes apparent when we édke field cooled
case. First let's look at a perfect conductowéf apply a constant field to
a conductor, which then loses all resistancey the field will

continue to penetrate. There has beed%t since entering the zero

resistive state, and hence no blocking curremtsted. If the external field
is removed however, as the external field is nesdocurrents are induced
to oppose this motion, and the material is magedtin opposition to the
original field.

If however we apply a field to a type | supercocithg material in its
“normal” (non superconducting) state, and thekernasuperconducting,
all flux will be expelled (as long as the applield is less than the critical
field for the superconductor — above which dlisven normal)



Perfect conducior & uypa rconductor

T, ( )
< (D O

Figure 2-3 — Field cooling

This expulsion of flux even in the field coolgdte can not be explained
using our basic understanding of a changing flaaing a current — there is no
changing flux in this case. The effect is refert@ds the Meissner efféct

2.2 The Meissner effect
The Meissner effect can be modelled with refereanddaxwell’s laws and to the London
equation.

The London equation relates the curl of the curdemisity inside a superconductor to the
magnetic field in the same material:

-1
U A,

[o]

OxJ = B

where J is the current density in the mate A ljs the penetration depth of the magnetic

field, andUois the materials permeability.

We can combine this with one of Maxwell's equations
UxB=u,J
- - - - 1
OxOxB=-0°B=0xu,J :)I_B

L

0B is the Laplacian of B. In one dimension this canitten as:

! Discovered by Walther Meissner and Robert Ochseérnifel 933 (“Ein Effekt bei Eintritt der
Supraleitfahigkeit”, Naturwissenschaften)



dB?

0°B=
dx?

Thus in one dimension we have:

2 —
dB :_18
ax* A,

This differential equation has a solution of thario

=X

B(x) = BoeI
Where B is the field at the boundary=£0)

From this it can be seen that as x increases, fBls) with the rate of falloff dependant
on the penetration depth. Although this has been illustrated for 1D, simiesults
would be observed for 3d geometries.

This shielding of the applied magnetic field frone toulk of the material is what is
known as the Meissner effect.

2.3 Type land Il superconductors

2.3.1 Type | superconductors

A type | superconductor is what we have been cenisig so far. Our superconductors
have not allowed any field to penetrate, behavsgexfect diamagnets. If the applied
field rises above a critical field,Jd they become normal. It becomes a superconductor
below a certain critical temperature. It will reman a superconducting state unless one
of the following occurs:

The applied field is greater than some criticatifié.
The current density in the material rises aboveesortical limit, 3
The temperature rises up again above the crigraperature, I

10



Figure 2-4 — The enclosed area shows where supedumting behaviour is observed

While superconducting, the Meissner effect ensnoeiux penetration into the material
(below the penetration depth) — it is in the Megssstate. Surface currents flow which
block the applied field. We will show later thaetburrent density in a superconductor is
always either zero, og,xhe critical current density. The higher the @&pfield, the

more current needs to flow to block it, and foneg critical current density the space
needed for this current increases, so the permtrdgpth rises. Ultimately, the applied
field is such that even with a penetration deptha¢tp the depth of the sample itself the
shielding can not be maintained, and the sample goamal. These type of materials are
classed as “soft” superconductors, and were teetéirbe discovered.

2.3.2 Type Il superconductors

While Type | superconductors will go straight freuperconducting to normal state at a
certain applied field, K, a type Il superconductor will first enter a tréios state. It

does so at K. At a higher field still, Hp, it will become normal. In this transition state,
the material is still superconducting, but some flnes can penetrate the material.

—M N

Typa II behaviour

__________ Type I boshaviour

e = H
H., H, Hea

Heissoer State Hixed-Eeissper (Vortex) =state Hormal State

<

Figure 2-5 — Type | and Type Il superconductors
11



2.3.3 Mixed Meissner State

The existence of a mixed state is what differeaesia type Il from a type |
superconductor. The critical field at which theeaypsuperconductor becomes normal,
Hco, is generally far higher thanciHH.;. For most uses therefore, type I
superconductors are far more useful, as the figlsan work with are much higher.
There are other advantages of type Il supercondubtmvever. With a pure type |
superconductor, all applied field is expelled. Th@uld appear to lead to levitation —
trains, bearings, etc. However, in fact it is ubkta- even with carefully constructed
geometries, there is at least one direction in wkhe levitating object can escape. If
however we use a type Il superconductor, then we Bame flux penetration (hence the
“mixed” state) This flux passes through normal oegi of the superconductor, and is
pinned in place by the surrounding material, whecktill superconducting. Thus we have
the levitation effect of the Meissner state, pliab#ity due to the pinned flux.

<1
Figure 2-6 — A combination of the Meissner effedtype I) and flux pinning (Type I1I) gives us stable
levitation

In more detail, the following is how this pinningaurs. The penetrating field induces
surface currents to shield it from the rest ofrtegerial, but this time the surface currents
flow around the flux, giving us a vortex of curreRbwever, critical current is a function
of applied field — as applied B rises, the criticatrent density falls — if the applied field
is too great, the critical current falls such ttheg shielding currents exceeg dnd the
material again goes normal. The flux lines themeehre pinned within the vortices — if
they attempt to move out, the effect is canceligthle currents. If we can also pin the
vortices themselves, then we can fix the fieldnRig of the vortices can be achieved by
careful material design, introducing microscopierping centres into the material.
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Figure 2-7 — Current vortices around flux lines

2.4 Critical state models

Having introduced the basic theory of supercondiytiit is worth looking at the critical
state models used to describe this supercondugcthgviour. There are two main models
to choose from:

« Bean® (critical current density is Jc everywhere thgidetrates)
« Kim %(critical current density is a function of appliteld, B)

Of these three, the simplest and most commonly isséet Bean model. For the
purposes of this report it will be sufficient, awdl be the only one discussed here.

2.4.1 Bean model

The bean model makes use of the fact that the ofise¢ superconducting state is very
rapid — it goes from resistive to completely nosiséve almost instantaneously. Current
is a function of resistance, and with no resistancéhe presence of an applied field the
screening current will increase to the criticalrent density immediately on application
of an external field. Any further increase in cutrevould drive the material normal — and
simple “path of least resistance” states that tlreetit will expand inwards into the
superconductor rather than increasing ab@w® Jong as there is any superconducting
material left. If is only once shielding currentvie reached the centre of the sample that
an increased field may drive the superconductomabrHowever, even here there will
be some leeway — once full current penetrationolcasrred, the applied field can
increase significantly before the material is fipariven normal. And in fact, in order to
achieve a residual field once the applied field feasiced to zero, the applied field must
be at least twice that needed to cause complettnagion of the shielding currents. This
is best illustrated using diagrams:

8 “Magnetization of High Field Superconductors” hyBical Review, 1964
% “Critical Persistent Currents in Hard Supercondt&t— Physical Review 1962
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] +Jc
0 0
-Jc -Je -

1 2
Initially a field, B, is applied. As the flux starts to fall, from
As the field attempts to the outside in, currents are
penetrate the material, we havg again induced - this time to
a dB/dt, which induces currents oppose the falling of the flux
to oppose this field. Because within the superconductor —
we have a superconductor, hence the direction of the
there is no resistance to current induced currents is reversed.

flow, and the current density

will be equal everywhere to the
critical current, Jc. B

As the applied field strength
rises, it penetrates further into
the bulk, and more current is
induced to block it. Eventually
a field is reached such that fielf
justpenetrates into the centre
the material.

+Jc

-Jc

Figure 2-8 - If the applied field is too low, the is no remnant field



M/u0

+Jc

-Jc

Figure 2-1: ...if the applied field is greater than ,Bve
retain a remnant field 2B gives the maximum possikt
remnant field

3

If however we apply a field greater than that neeibgjust penetrate the bulk, then we do
have a net field once the original field has beamaved. As the applied field rises above
so we begin to see a remnant field.

The figure above shows an applied field of 2B. e applied field falls, the shielding
currents are completely reversed, leaving a nkt, feorresponding to the maximum field t
can be trapped in the material.

hat
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3 Using superconductors in a TAS

It was described in an earlier section how a mowragnetic wave could be produced
using a material whose magnetic properties wer@éeature dependant (semgure 1-5

page 5)

If we link this in with the superconducting theomroduced above, we can describe the
full system:

We have three layers to our system, the magnevahable permeability layer (actuated
by heat), and the YBCO superconducting layer.

HdFeB
Hagnet

¥ariable
permeability
layer

JI1LYIH
I
—

JI1Y¥YdH

TYBCO
puck

Figure 3-1 — The three layers of our proposed setup

1)

Initially, we have our variable permeability layara high permeability state all over.
The field from the magnet is less thag,t$0 there is no flux penetration of the YBCO
puck.

2)

We heat up the edge of the variable permeabilitien®, sending a toroidal pulse of
heat towards the centre. This produces a toroidglaf low permeability. At the
transition between high and low permeability, we aeoncentration of flux lines

3)
This crowded flux density is higher tha;Hso overcomes the Meissner effect and
penetrates into the bulk of the material

4)

As the heat pulse moves inwards, so does the lgadige between high and low
permeability, and thus so does the area of highdknsity.

16



As we heat the edge of the varia
permeability material, we send a toroidal
ring of high permeability towards the centr
of the puck.

This creates a toroidal ring of high flux
density moving towards the centre

5)

Meissner shielding at the edge of the YBCO wheesflilnx is not so concentrated
prevents the flux from passing straight throughYB&£O however. Instead it is dragged
over the top surface, only penetrating slightlyitite bulk.

6)

dt’
are induced in the superconductor. In front ofatleancing flux a current is produced in
a sense so as to impede the advance of the flule adhind the advancing flux a loop is
induced in the opposite sense to prevent the flomfmoving away (Faraday’s law)

As these flux lines move towards the centre ofpthek, we have and so currents

As the thermal pulse moves inwards,
have a concentration of flux at the
transition point from low to high
permeability —i.e. at the leading edge of t
incoming heat pulse (and of course at the
trailing edge as it, too, moves inwards)

4
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7)

As the flux moves forward, the trailing current psoare left flowing, while the leading
current loops are wiped out by the advancing fiementually we have a current loop in
one direction throughout the material, except li@r ¥ery centre (which never gets
covered by the advancing flux) where the currenseas opposite.

The centre lie represents the peak of
magnetic wave created by the leading edge. As it
moves inwards, current loops (blue) are induced
to oppose it. Meanwhile at the trailing edge of
the peak, currents are induced to prevent the
wave from moving onwards. The inner (blue)
currents are wiped out as the toroidal ring
shrinks, leaving the green currents flowing.

8)

When the leading edge reaches the centre, it vesilghe entire sample is now hot).
Without this edge, there is no concentration of fland the flux lines from the magnet
revert to their original positions

9)

While the flux lines were dragged in through theface of the YBCO, they are free to
“snap” back again, so the process of current indads NOT reversed, and we have a
net current loop induced in the material.

10)
We can then start to cool our material from theepetige inwards

11)
Again, we have a leading edge moving inwards, ligtttme the hot/cold boundary is
reversed

12)
However the direction of the concentrated flux sthe same

13)
So again, we get more currents induced in the YBCO

14)

As we repeat the process more and more times, teelgeger build up of current, and a
larger resultant field. Because the resultant figldaused by the trailing edge currents,
induced to try to prevent the decrease in fluxhaspeak moves by, the resultant field is
in the same sense as the applied field,— and we &&AS!

18



4 Simulated TAS using FEM

Having started off with the basic idea for a TASoaitlined in the introduction, it
was first necessary to test the concept. To do ahEM model was design8dThis
modelled the following situation:

» Axially symmetric layer of variable permeability teaal placed above a type II
superconductor

* Magnetic field applied perpendicular to both suefac
* “pulse” of high permeability sent inwards across Hariable permeability
material

Process repeated

It was hoped that such a simulation would showiltllup of current in the YBCO as the
pumping continued, and this is what the model ot &owed. Each new numbered
diagram below corresponds to a new pulse that &as bpplied to the material, showing
the resultant fields and currents.
%10 1

1S

N L
E T T

TR

0027

Rl
0 .01

02"~

Figure 4-1 — Simulation of a TAS, courtesy Z. Hong

The above model is based upon axisymetric geontédijzontal axis show distance from 1
centre. The left hand axis shows thickness in metdre right hand colour key shows the
magnitude and sense of currents flowing withinrttagerial. So we can see that the dimensions o¢f
the simulated sample are approximately 3mm deébrby radius. This is slightly wider and
thinner than that which we produced in the lab, isuitimilar enough to be comparable.

10 Z. Hong
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The above figure shows a three layer axisymetridehdirst a permanent magnet,
then a layer of variable permeability material ntlaelayer of YBCO™ superconductor.
The Prussian blue has been split up into 8 celld,each is “switched” from its low to its
high permeability state in turn, starting from theside (right hand) edge and moving
inwards. The process continues until all 8 celistagh permeability, at which point the
sequence repeats, but with low permeability fillingagain from the right hand side.

The images show a series of times though the stionlaand read from left to right.
Each numbered image represents another pump théigea applied.

During each pump, as this thermal wave moves insydh#é leading edge induces
currents so as to oppose the advancement of tdig front. Meanwhile, the trailing
edge of the magnetic wave induces currents in pipesite sense so as to oppose the
disappearance of the wave. As the wave progressesds, the currents induced by this
leading edge are “overwritten” by those inducedhsytrailing edge. The net result is that
we have a series of current loops in the same sedseed by the trailing edge (the blue
areas), and only a small number of loops flowinthm opposite sense in the very centre,
where the trailing edge never passes (red areaauBe the blue area is far larger than
the red, we have a net field.

In our simple model of a superconductor, any cusrémat flow in a superconductor flow
at the critical current density Jc. As pumps apeated, more sheilding currents are
produced. The initial currents can’t increase, @@ gurrents start to flow further inside
the bulk of the material. Thus we can see thahagtocess is repeated (moving from
one pump at the top left to 16 at the bottom rigise currents move further and further
into the material, until all of the material is Bang current in one sense or the other, and
the material is saturated.

We might expect the shielding currents to move deands from the top surface as the
applied field increases. However, it must be remeneth that our applied field is not
uniform — it is stronger at the edges that at gm@re. So it is to be expected that we
should see greater penetration at the edges shthele. In this case the applied field is
such, coupled with the dimensions of the puck, thatedges are completely saturated
from the first pump.

Note that the currents induced by the leading edlgeseeking to prevent the
advancement of the magnetic wave, so create a mafjtiee opposite polarity to the
applied field. The trailing edge induces a fieldésist the disappearance of the magnetic
wave, and so creates a magnet of the same pdiatitye applied field, and it is this field
which remains. A consequence of this is that th@ieg field is reinforced with each
pump, so with each successive pump the effecieiatgr. This can clearly be seen on the
following plot, generated from the simulation dissed above:

1 Yttrium barium copper oxide, HTS wi TC = 85K
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Figure 4-2 — Resultant flux density with number pumps (courtesy Z. Hong)

The simulation was run with an initial applied fledf only 20mT using a superconductor
with a critical current density, Jc, of 1e10A/mBased on the sample dimensions, this
critical current gives a saturation field of theler of 30T as shown. However, because
the initial field is so weak many hundreds of purapsrequired to reach saturation. It
can be seen though that the increase is not lidearto the reinforcing effect of the
induced field on the total applied field.

5 Prerequisites of real world implementation
5.1 Prussian Blue

The idea surrounding the basics of a TAS have bedimed, and it has been shown
using a simulation that the idea should work ircice.

However, it was still necessary to find a methadréalising a toroidal, shrinking ring of
high permeability. A material was needed with Valea controllable permeability. The
solution that was found was Prussian Blue andnigdagues — first used as dyes at the
start of the 18 century? Used initially as a bright blue pigment — thesfisuch stable
compound that had been available to artists,titescompound’s magnetic properties that
are of interest here.

12 In 1704 by a Berlin draper named Diesbach disaal/by chance a recipe to make

a new blue pigment useful for paints and fabridss discovery was reported
anonymously in 1710 and the recipe itself was iilesd in 1724 by Woodward
and Brown
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After a search of published works, the followingtdior a Nickel Chromium
analogue was fourtd

————
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Figure 5-1 — Ferromagnetic transition ot]\“lf’[cr (CN)s]

This analogue showed a significant, reversible ghan magnetic properties with
temperature. Further research indicated that theedPrussian blue family exhibits such
properties at various temperatures and to varigtents.

5.1.1 Magnetic Properties

It was found in 1928 by Davidson and Wilo that Rras blue -

- exhibited a change from paramagnetic to lomgeaferromagnetic behaviour at a curie
temperatur’, T, of 5.6K*. This is the kind of change we are looking for way of
moving from a high to a low permeability state dadk again.

Furthermore, it has been shown that various Pruddige analogues exhibit similar
behaviour. A number of these analogues are shownvbalong with their Tc values:

Analogue Tc (K)
criy'al KV[Cr(CN)g]-2 H,O 376
crivinv™ Ko.058V[CT(CN)e]o.7d SOu)o.058 372
Ko.5oV[Cr(CN)elo.951.7 HO 350
VICr(CN)e]o.6d SO)o.233.0 HO 315
crer [Cr5(CN);5'10 H,O 240
Mn"V" (EuN)o.sMn1 ,dV(CN)s]-2H,0O 230
crer Cs/Cr[Cr(CN)gge4.4 HO 190
V™™Mn" C< Mn[V(CN)4] 125
crmvyv (VO)[Cr(CN)g]253.3 HO 115

13 Chem-Comm : “lon-exchange synthesis and magngetioad spectra of colored magnetic thin

films composed of metal(ll) hexacyanochromateg(lll
14 The temperature above which all ferromagnetiabitur is lost

15 “New Magnetic Functionalities presented by Praisdlue analogues” — Electrochemical society
Interface, Autumn 2002
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Cr'mMn" CsMn[Cr(CN}] 90
(NMe,)Mn[Cr(CN)g 59
Mn""Mn" Mn[Mn(CN)g]'1.14 HO 49
Co'Ca" Co;[Co(CN)],8 H,0 38
Mn"Mn" K,MNn[Mn(CN)g] 41
MR Mn" CsMn[Mn(CN)]:0.5 BO 41
(NMe,)[Mny(CN)e| 28
Mn"™™n™ Mn3[Mn(CN)g»12 H,O 37
MnaMn(CN)el, 12 RO 1.7 CHOH 29
Mn"Mn" Mn[Mn(CN)g] 31
Mn™V™ VIMn(CN)¢] 28
Mn"Cr" Cr[Mn(CN)g] 22
Fd"Ca' Cos[Fe(CN)]. 14
Fd"Mn" Mnz[Fe(CN)], 9
Fd"Fd' Fe[Fe(CN)]sx H,0 6
Fd"NI" Nis[Fe(CN)], 24
MnTN;" N|3[Mn(CN)6]212 HO 30
CsNi[Mn(CN)]-H,0 42
CPNI" Nig[Cr(CN)el»'9 H,0 60
CsNI[CT(CN)] -2 H,0 90

It would seem logical to simply choose an analogiike a high T, near to that of room
temperature to facilitate easy investigation. Hogrethe Tvalue is not the only
consideration is choosing a material. We need atanbe with a transition over a narrow
temperature range, and exhibiting the largest ptesshange in permeability on either
side of the boundary. On top of this, it must besidered that while there are
advantages to a high &ny experiment we design is going to involve supedcictors -
and even HTS such as YBCO have critical temperstareund 80-90K. Based on this
fact, an ideal material would have a rapid traositt its curie temperature, high change
in permeability, and a Curie temperature aroundstirae as the critical temperature of
our superconductor.

Having taken account of these considerations amaig/h discussions with our
colleagues in the chemistry department, it wasdetto start investigations using a
Nickel analogue of Prussian blue:

Nijs[Cr" (CN),]

This analogue has a transition temperature of ar60k'°, and it was hoped would
exhibit a rapid and large change in magnetic ptoggeeither side of this transition.

The expectation of a large change in permeabilitgither side of our critical
temperature came from a paper found during ouirlniésearch, and its findings are
outlined below.

16 ChemCom 2003 - “lon-exchange synthesis and magysical spectra of colored magnetic thin

films composed of metal(ll) hexacyanochromate(lll)”
1 ChemComm : “lon-exchange synthesis and magneioabsipectra of colored magnetic thin films
composed of metal(ll) hexacyanochromates (lIl)”
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Figure 5-2 — Ferromagnetic transition of our analag

The molecular weight of the analogue is 266.8
So 1 mole of the material weighs 266.8g

_emu
cm?

[l
Gch%nole = emyr/nole

At 50K, half way through the transition, the magmation is approximately
Gent _ em
7000 Aole—moc %mle

1 mole = 266.8g

G

The density of the analogue is approximately 1 &89(see page 33, “Density”)
So 1 mole has a volume of 266.8/1.56 = 171.6 cm

So the expected magnetization is thus:

7000 8™ 3= 40.0:5™Y s = 40929 Alm

This occurred in an applied field of 10G.
In CGS units, B=H

Thus 10G corresponds to a magnetising force ofd0 O

10 Oe =10x 1200= 795.77 Alm
T
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Thus relative permeability is given hy =1+% =52

So across the transition, a reasonably large chiangdative permeability should be
observed.

5.1.2 Chemistry of Magnetic Properties

A brief description of the chemistry behind the metic properties of Prussian Blue and
its analogies will now be given, to help the readlederstand the basis of our work. It
should be noted however that this is an enginegrapgr, not a chemistry one, and that
more detail on the processes involved can be felseher&. The chemical equation
for Prussian blue is:

AF€” oq)+ 3[Fd' (CN)s) " (ag— F€" 4[F€" (CN)g)3

The magnetic properties arise from the interadtietween the Feand F&' ions within
the material. If we examine the electron shelldtree of the two Iron ions we find that:

Fe [Ar] 3d°4¢
Electrons will be lost from the outer shells firsp, for the iron ions in question we have:

Fe' [Ar]3d°
Fe [Ar] 3

The magnetic properties of the ion depend on thetrein pairing within the valence
shells. If we have unpaired electrons, then we hélle a paramagnetic behaviour.
Depending on the interactions between individuajdhis may give us a paramagnetic
bulk material (if there is little interaction beterethe electron alignment of the individual
ions), or ferromagnetic behaviour, if there is aager interaction.

All electrons in a given electron shell will haveetsame energy level, and so we might
expect there to be no electron pairing in the \@esrbitals (of which there are five in
the d level). The electrons would spread out aaggossible from one another. While
this would be the case in an isolated ion, in aatude such as our Prussian blue the
bonds to the rest of the molecule can distort tloeser shells in a process known as
orbital-splitting.

See footnoté on following page
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Figure 5-3 — Chemical structure 0N|1-5[Cr (CN)]

Prussian blue is an ionic compound.

Fe'' J[Fe" (CN)gl5

So each Irof ion is surrounded by 3 [FECN)g]sin a tetrahedral structure. Internal to

the [F&(CN)s]seach F&ion is surrounded by 6 Chbns. Thus we have 18 positive

charges, and 18 negative, and thus the chargesceala

The valence electrons of the Fe ions are all irdtbebital, the sub-orbitals of which
take the following orientations:

\/
7\

Figure 5-4 — d- sub-orbitals
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Fe'

Our Fé€ ions are surrounded by 6 Cins in an octahedral arrangement. These ions
arrange themselves along end of each of the xd/zaaxes. In doing so, the presence of
these ions will distort these d sub-orbitals. THatals are no longer all at the same
energy level — those aligned directly with the @©Nd are repelled, so these orbitals rise
up in energy. By conservation of energy, so thatehs no net change, the remainder
must be shifted to a slightly lower energy leveltii® 5 d orbitals, two were involved in
bonding, 3 not. So our split is 2 increases, adé@eases in energy levels:

\’IL 1

Figure 5-5 — Crystal level splitting in Pe

There is an energy cost in pairing up two electiaren orbital, since like charges repel.
However, it can be seen that there is also an groargt in placing electrons into the
higher of the split energy states. We will not exasrthe detailed chemistry here, but
suffice to say the energy balance means that $nctise it is energetically favourable for
three paired electrons to fill the lower of theitsphergy levels.

Because all electrons are paired, there is no aghetic moment. Hence this part of the
molecule is diamagnetic (it is not completely noagmetic, as there will be some
realignment of electron orbitals in the prescieottan external field that will oppose it)

FeIII

Our four F&' ions are surrounded by three (Fe(&)Rijons. It is less obvious how these 3
ions will distribute themselves around our fou?'Hens.

Whereas in the previous case with an octahedidl e had each ion pointing directly at
an orbital, here that is no longer the case. Tisene direct alignment between ions and
sub-orbitals, and as a result, the split we obseriess than in the octahedral case. Three
orbitals are raised up in energy, while three aredd into a lower energy state to
compensate.
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1

Figure 5-6 — Crystal level splitting in P&

In the previous case pairing electrons was eneabtifavourable to splitting them
across energy levels. Here, however, the energyisi#ss, because no ligands point
directly at orbitals. Thus in this instance, thergy costs associated with pairing up

electrons and the energy levels of the split itsedfin that it is favourable for all
electrons to have their own orbital.

So Fé' has 5 unpaired electrons, and thus a net magneticent - it is paramagnetic.

This combination of paramagnetic'Eaterspersed with diamagnetic'Fens. For
ferromagnetic behaviour to be observed, we must kawg range ordering between our
Fe'" ions. Because of their large separation howevey, litde thermal energy is needed
to disrupt this long range order — hence the lovieciemperature of 5.6K.

If however we can make use of one of the analogtiBsussian blue where both ions are
paramagnetic then we can expect a far higher tem@erature- and the stronger the
paramagnetic behaviour of the ions involved, tlghér the curie temperature will be.

Taking the analogue we have been examining:
Ni [Cr" (CN),]

In this case the energy costs of pairing electk@mnsus the split energy levels mean that
both the Ni and the Cr ions have unpaired electrang so both are paramagnetic. Thus
the thermal energy needed to disrupt the long randering between the ions is greater,
and the curie temperature is correspondingly high@round 60K. Various combinations
of transition metals will produce various trangiti@mperatures depending on the
interaction between their electron structures, Whie will not go into further here. If
more detail is required, there are a number of ¢steyrpapers that would be worth
examining®.

19

2002

“Electrons at work in Prussian Blue Analogueghe electrochemical society interface, autumn

“Is it possible to Get High TC Magnets with PrassBlue Analogues? A Theoretical Prospect”
Chemistry —a European journal volume 11, issudges 2135 - 2144
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5.1.3 Superparamagnetic behaviour

The above discussion holds true for materials \githe particle size, over about 10nm.
However, below this size we may see a phenomentedperparamagnetism.

As has been discussed, the Curie point of a matiretes that temperature below
which the thermal energy is insufficient to overafarromagnetic coupling between
atoms within the material, and so ferromagneticavedur is displayed. However, if our
crystal sizes become small enough, then it cahdéehaviour of the individual crystals
as a unit rather than their constituent atomsaffatt behaviour. The thermal energy
may be too low to disrupt long range ordering atdtomic level, but it may still be
sufficient to change the direction of magnetizatdithe entire crystal. The energy
needed to accomplish this is the crystalline aniggt energy, and is size dependant.
Eventually it will drop below the energy neededlisrupt coupling between atoms, and
thus the bulk material will exhibit paramagnetihbeiour even below its curie
temperature.

If we are preparing our Prussian blue samplespasaler, then fine powders are an
advantage in that they exhibit high packing factarsl thus can easily be pressed into
pucks, with the small particle and high packingdaeneaning they can hold themselves
together via Van der Walls forces. However, it mhsstconsidered that if the particle size
is too small, we risk destroying our ferromagnétansition as our material becomes
superparamagnetic.

As an aside, it should be noted that this is aifsegimt problem for data storage. If we are
using individual particles magnetic polarizatiorstore data, such as on a hard disk
drive, then the smaller we can make those partitheshigher our data density. However,
if the particles become too small, they become agramagnetic as opposed to
ferromagnetic, and no longer retain their datay(tmerely align with any external field).
This limit is known as the superparamagnetic limitg is causing serious problems for
disk designers.

6 Synthesis

If a layer of a Prussian blue analogue with a blet&ransition temperature from Ferro to
paramagnetic can locally be heated across thataityse range, then we have our
variable permeability material. It was thus necgstainvestigate the ways of
producing this material.
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6.1.1 Crystal growth

A paper was found which discussed the possibildfegrowing a layer of Prussian blue
crystals on a layer of substrate of Nafibn

{a) 1 sec (b} 30 min

{c) 6 hours

Figure 6-1 — SEM images of crystal growth on a Nafi'™" membrane

In the above figure the crystal growth that thehatg obtained can be seen.

A number of attempts were made to replicate thie@idure. Some growth was seen
(although the SEM resolution was limited). Howe\tbg surface was not homogeneous.
There is also an issue with the thickness of thierlaOur TAS relies on a changing
permeability material. As the permeability changesthe field distributing locally
changes. However, any such material would begdatmagnetic circuit, and such a thin
layer would make very little difference to thatatiit, making any changes in field tiny
away from the material itself. However, detailsndfat we obtained are shown below:

20 “lon-exchange synthesis and magneto-optical sp@ftcolored magnetic

thin films composed of metal(ll) hexacyanochromidfg(— ChemComm 2003
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Figure 6-2 — Our own SEM images of attempted crygieowth

The above image shows the surface of our membliacen be seen that there has been
some growth across the surface — at this zoom leiehard to see exactly what this
growth is though, although it does not appear thdraogeneous.

e SO L SN R
33 nn Mag= 3.29 K X
Photo No.=61 Detector= SE1

Figure 6-3 — A closer view proves elusive, but agtie surface appears non homogeneous, and not at
all similar to the images produced in the paper.

Based upon the images from the paper included aladvkis zoom level individual
crystals ought to be visible. While there is a éabgpdy that could be a crystal, most of
the surface is sill covered in very small particles
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6.1.2 Powder precipitate

It was decided that, in response to our difficaltie growing a thin film on a substrate,
we would investigate the possibilities of producangasic powder form of Prussian blue,
which could then be formed into solid pucks. Makingowder of the analogue proved
trivial:

The analogue in question was
Ni;s[Cr™ (CN),]
The procedure for producing this in powder formdugeecursors in the following ratios:

» Dissolve NiC} (1.5 mol) in the minimum amount of water and

* Add to a concentrated solution of[Kr(CN)g] (1mol) in water.

* NipJCr(CN)g] precipitates from the solution over 20 min.

* The gelatinous precipitate is filtered off

* Precipitate is dried in a vacuum dessicator fod84ars or longer.

« Powder can then be removed from dessicator anddstS8ome caking may occur,
necessitating careful use of a pestle and mortardak up the particles, while
taking care not to crush them completely.

6.1.3 Puck

The powder as formed was coarse and difficult tokwath. In any working system a
way would be needed of forming the powder into @ab¢e solid. Having discarded the
idea of growing a layer of crystals onto a substfaee page 30), attempts were made to
press it into a puck using a die and press. Howtnrgicaused disintegration of the
crystals, and risked leading to super-paramagbeti@aviour (see page 29). A solution
was to make use of a binding agent. As a firstatewe used “SilverddyJ”, which is a
suspension if silver particles in an organic solv@nce the solvent has evaporated, we
are left with a solid silver mass made up of many silver particles, and these tiny
particles can fill the gaps between our crystaisl, leeep the sample together. These
pucks were prepared with the minimum volume ofv&itlad™” to produce a cohesive
solid — optical images of the surface as preparednaluded below:
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Figure 6-4 — Surface of puck magnified x50

Various pressures and silver / solid ratios weaegltduring the initial stages. In
determining the volume of silver to be used, a neind factors had to be considered:

» More silver gives better structural strength

* More silver means less magnetic material, so lbaage in permeability for the
bulk

« Our permeability change is thermally actuated. éligh the Silverddd' is not
solid, but made up of a mass of close fitting jgée, its presence is almost
certain to increase the thermal conductivity ofshenple, which will thus affect
how we can actuate the system.

The above image shows the structure of one diitlaépucks. Now that a way of
preparing bulk samples of our magnetic materialtheeh found, the next step was to
check that the magnetic properties of the materéak as good as was expected.

6.2 Density
Knowing the density of our material is also usefAipaper was found that had analysed

the crystal structure of another analogue of Pamsbliué™;
NaMrCr(CN),]
Which is similar to our Nickel analogue:

Ni [Cr" (CN),]

This paper gave the structure and size of theaatlit- that is the smallest repeating
structure within the crystal - and from this ca&teld density. If we make the assumption

21 Dong et al., “A Prussian Blue Type FerrimagnafMhCr(CN)6]: Single crystal structure and magnetic
properties”
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that the crystal structure and size is the saneeiiranalogu®, then we can calculate
density values for our analogue also:

Figure 6-5 — Crystal structure ofNaMr{Cr(CN),]

The unit cell has sides @=b=c=10.8159 A

The unit cell thus has a volume abc=1.2653x10*cn?’

The unit cell contains 4 molecules of our analogue

The molecular mass of our analogue is 296.14g/mol

1 mole contains602x10?° molecules (Avogadro’s constant)

Thus one unit cell weighs:

(W) x29614=1.9677x10%g

Giving a density of:

1.9677x10'g

265 10 P - 156g/cm’® =1560Kg/ m®

= A reasonable assumption, according to colleagugse chemistry department
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7 Characterisation of materials to be tested in
experimental setup

Having prepared samples of Prussian blue in botidpoand puck form, it was
necessary to check on the magnetic propertiesrahaterial. Making use of a SQUD
magnetometer, which measures the magnetizatiorsaifrgle in response to an applied
magnetic field at a user defined temperature, r@ation of the samples magnetic
properties were recorded, and the results obtaneg@resented below.

Figure 7-1 — Close of Prussian Blue analogue puck

SQUID measurements

7.1.1 Correction for demagnetization factor

It was necessary to characterise the magnetic grepef the analogue that had been
produced. However, the measured magnetizationyfaen sample is dependant on
that samples geometry. This is due to the selfmrgutif the sample by its own flux lines.
These flux lines will oppose the magnetic domalvat treated them, and the overall
resultant field is reduced. This reduction dueeif-sutting is quantified by the use of a

“demagnetization factor”, N, whe 0s N <1

The effect of this self-cutting is best describsthg diagrams:

s Superconducting Quantum Interface Device. Enablegsurement of magnetic moment to be

made under varying field and temperature conditions
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A long, flat plate magnetized perpendicular tdaisg axis will have a near unity
demagnetization factor, as all flux passes throtighbody

Figure 7-2 — A thin, flat magnet has a great dedlftux cutting

Conversely, a long, thin rod will have a near zdemmagnetization factor, as there is
practically no self-cutting

Figure 7-3 — ..While a long, thin rod has very little

It can be seen from the above diagrams that cestapes will give rise to high
demagnetization factors, while others will give lgalues. However, if we are to obtain
accurate results for the magnetization of our samptiependent of geometry, we need a
way of quantifying these factors.

Calculating these values for any given geometeyrnsm -trivial problem. However, work
has been done on calculating the figures for @lgs*, from which we can obtain a
good estimate of the values for our sample.

2 Demagnetizing factors of the general ellipsoid
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The relevant equations for an ellipse with thréipsbid semi-axis a,b,c are:

_ cosgcosf

=———[F(k,0) - E(k, )]
sin@sin‘ a

cosp cosd
sin® @sin? a cos’ a

L
[E(kﬁ) _cog aF (k,v) - SN asindcosd
cosp

_ .coss¢cost9 {sm@cosgo_E(kﬂ)}
sin*dcos a| cosh

Where:

* N, L, and M are the demagnetization factors inafweandc directions
respectively

. cosfd=c/a (0<6<n/2)
. cosg=b/a (0<6<n/2)

1—(b/a)2} _sing _,

o« Sinag=
L—(c/a)2 sind

o F(k8) andE(k.6) are the elliptical integrals of the first and seddind.k is
the modulus and is the amplitude of these integrals

The above has already been tabulated for us, @nthathle is included in appendix A of
this report. The following plot shows the dataiagh form. Note that the

demagnetization factor has been scale 1/4n pecause the paper it was publishéd in
used the CGS unit system.

5 “Demagnetization factors for the general ellipgdflarch 24, 1945
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Figure 7-4 — Demagnetization factors for various gaetries of ellipsoids

7.1.2 Packing Factor

To calculate the magnetic properties of the mdtesia not only need to take its volume
into account, but also the amount of material pres® that the measured magnetization
can be normalized for volume. In the case of thekghis is not an issue, as we can
simply observe the behaviour of the material ahale&x However, when examining the
raw powder, it does become an issue.

In the initial SQUID tests, the prepared powder pwaessed down tightly into a gelatine
pill capsule. Because of the large grain size ptieking factor was likely to be low, and
the cigar shape of the pill casing made accuraignve measurements difficult.

7.2 SQUID Results

SQUID analysis was conducted of the initial Prus&ilue analogue, both in powder
form, and in puck form (with silver as a binderheTresults from these analyses are
discussed below.

38



7.2.1 Raw powder

Measuring the volume of a powder directly is nowviat. However, knowing its density,
we can use its mass to calculate volume.

i Internal Diamete : 4. 7mn
- s '\ Total length : 13.84mm
LA ‘ﬁt
Q\ 'H ) Thus internal volume :

.. ‘w 4 ’ {”"(%} x (1384~ 4'7)}{%)(”)((%) }
**\ 2Y = 213mn?

Figure 7-5 — Gelatine pill capsules used for moumgi powder in the SQUID

Mass of Prussian blue = 0.1816x1Kg
Density of Prussian blue = 1560 Kghh
]
-3
= QABLA0° 1640107 me = 12641mn
1560

This gave us a packing factoreypi = 055

capsule

Based upon the dimensions of the gelatine capanteapproximating it as a prolate
(cigar shaped) ellipse, we were also able to caleuhe demagnetization factor as:

a = 13.84mm
b=c = 4.7mm
c/a=b/a = 0.34

N =012

The SQUID records a magnetization value. To oltta@material magnetisation we have
to follow three steps:

Normalize for volume Divide reading by volume of
sample multiplied by packing factor
Correct for demag. factor Hinterna=H appliecNM

% See “Density”, page 33
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Scaling our recorded magnetization as detailed @lgave us the magnetization of the
material itself, independent of geometry. This gasehe following plots for temperature
vs. Magnetization and MH curves at various tempeest

3.50E+04
3.00E+04
2.50E+04

2.00E+04

M (A/m)

1.50E+04

1.00E+04

5.00E+03

0.00E+00
0.00E+00 2.00E+01 4.00E+01 6.00E+01 8.00E+01 1.00E+02 1.20E+02 1.40E+02 1.60E+02
T(K)

Figure 7-6 — Temperature vs. Magnetization for rgwowder (data collected on the 20/11/2005)
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Figure 7-7 —MH curve for raw powder (data collectesh the 20/11/2005)

The hoped for transition was seen at 60K. By exargithe unsaturated portions of the
MH plots at various temperatures, it was possiblextract the change in permeability
across the transition:

M=xH
B=uH+M)=uH+xH)=u,a+x,)H =uuH

where:

U, =1+ X, andis the relative permeability of the material

M
But X\ =F , which is the gradient of our MH plot.
Below the transition:
u =1
Above the transition,
u =3

The change in permeability was not nearly as hgghaal been predicted (see page 22).
However, the readings were repeated and found tobstant.
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7.2.2 Puck SQUID results

Although the permeability was lower than anticiphateaving tested the raw powder, we
proceed to test our silver bound puck of the saragenal. The puck should give
improved results over the raw powder, as the sitweder and the pressure under which
the pucks were formed provides a far higher packaatpr, and the well defined shape
makes calculating volume and demagnetization fegitopler. To this end, the SQUID
experiments were repeated, but with a puck segmenace of the gelatine capsule.

For the puck with silver binder, as discussed mnasily, the calculation is similar.

* We know the thermal properties of silver

* We know the density of the Prussian Blue powder56d/cm3)

* We know the mass of Prussian blue powder used king&ach puck
* We know the density of silver

* We know the total volume of our puck

From this we can calculate the packing factor devis:

m
p=—
v

Paverage = (PFAg X pAg) +(PFog X Opg)

paverage = ((1_ PI:PB) X pAg) + (PFPB x pPB)
Paverage = Pag ~ (PFpg x IOAg) +(PFog X 0pg)
Paverage ™ Pag = PFPB (IOPB - pAg)

Where:

m
paverage= —
PF.s =Packing factor (volume fraction) of the Prussiéuneb
PF . =Packing factor (volume fraction) of the Silver

7.2.3 Giving us a packing factor of approximately:
m_ 1.221x10°°
v rx(8x107°)? x (387x107°)

= 1569.19Kg/m°

paverage =

Prs = 1560kg/ni
PF-5=0.99
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This seems extremely high. It is likely that intfaawill be reduced slightly due to
the fact that the silver is not solid, but a cdilec of tiny silver particles. It should also
be noted that the packing factor will inevitableyalightly from one puck to the next.
However, the error introduced by this will hopejyuliot be great, and it is likely that the
packing factor is in the high 90% range.

For the demagnetization factor we are interestadarvalue along the longitudinal axis,

a = 14
b=c = 3
b/a=c/a = 0.21
N = 0.056

Using this packing and demagnetization factor aollo our squid data, the following
plots were produced:
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s .
*
*
*
*
1.00E+01 -
*
*
*
*
‘0
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*
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0.00E+00 1.00E+01 2.00E+01 3.00E+01 4.00E+01 5.00E+01 6.00E+01 7.00E+01 8.00E+01 9.00E+01
T(K)

Figure 7-8 — Temperature vs. Magnetization for givbound puck (data collected 19/06/2006)

A clear and repeatable transition is seen at a®@kitin the above plot, with a significant
change in the recorded magnetisation. A set of Mi&s were also produced at various
temperatures both above (60K) and below (15, 38K)¢rromagnetic transition. These
are shown below:
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Figure 7-9 — MH curve for silver bound puck (dataliected 19/06/2006)

+05

The gradient of the linear section of the abovespban give us the relative permeability

of the material (see page 36)

The plot@ 60K gives a relative permeability efl

The plot@ 30K gives a relative permeability f3.5

It will be seen that there is a little differenaetlween the results obtained with the raw

powder and those obtained with the puck, both giampermeability change from ~1 to

~3.

7.2.4 Fine Powder SQUID results

It was noted earlier that the raw powder crumbéedrt extremely fine, brown powder.
Previously this powder had been ignored as an utesldry-product whose size was so
small that superparamagnetic behaviour was likely.

However, because the powder was so fine, once o@adeo a puck the packing factor

was so high that VanDerValls forces could keep &mi the material together. If this
material did not exhibit superparamagnetic behayiten it could be extremely useful.
To ascertain whether superparamagnetic behaviosibeiag displayed, a final set of
SQUID measurements were taken, this time with & pfithe crumbled powder:
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MH Loops
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H (Am)

Figure 7-10 — Fine powder puck with no binder — @atollected 01/08/2006

TM Plot
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Figure 7-11 - Fine powder puck with no binder — datollected 01/08/2006
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In the plots above for the fine powder it can bensthat, as predicted,
superparamagnetic behaviour is evident. Althouginetls still a transition visible at
~60K, the magnitude of the magnetization is fas J@gth a maximum relative
permeability of barely over 1. So while the finenuter has advantages in that it does not
require a binder it is, unfortunately, no longehiexing the desired magnetic properties.

7.2.5 Microanalysis of Prussian blue analogue

It was suspected that the reason for the signifigéower values of relative permeability
when compared to those predicted could be due tmusreating the material we thought
we were creating, or at least not creating as nafichh To check this theory a
microanalysis was carried out on the prepared powktehe same time, having failed to
achieve as high a change in permeability as predisith our first analogue, another,
similar analogue was prepared:

C,H,ONNi"[Cr" (CN),]

This was suggested by colleagues in the chemisfpartiment, and it was hoped that this
analogue would have a similar transition tempegatarour previous candidate, but with
a more pronounced change in relative permeability.

At the time of writing, the microanalysis had stitht been completed (due to staff
shortages over the summer period). However, fiasight likely that when they do return
they will shed some light on the lower than expegiermeabilities. Having said that, as
will be seen later in this report, even the chanmgeasured should be sufficient to test our
theories.

7.2.6 Raw powder — second analogue

As with the previous sample, we corrected for demeéigation and packing factor when
analysing our SQUID data. However, there was soneentiainty in calculating the
density of the new analogue. The chemical equagion

C,H,ONNi"[Cr" (CN),]

Our density for the previous analogue was calcdlageng the assumption that the cell
size of NaMr{Cr(CN), Jwas similar to that of our analoguij,;[Cr" (CN), . Using
this method yields the following results:

The molecular mass of our the new analogue was83g/mol

1 mole contains602x10?° molecules (Avogadro’s constant)

Thus one unit cell weighs:

46



(mj x30485= 2.026x10%g

Giving a density of:

2.026x107'g
1.265:x10 ¢

- =160g/cm’ =1600&Kg/m’

However, our new analogue, with the laf@ggH,0N)" ion, far larger than the sodium or

nickel ions, is likely to invalidate this method; i will significantly alter the cell size,
meaning that the above density value would be @anestimate.

Thus in this case the figure for packing factor whtined by assuming reasonably
spherical crystals (the crystals were far more legghan our first analogue), and using
the fact that a unit sphere in a unit cube occupd® of the volume. Future work is
needed to calculate the density, experimentallyhefmaterials produced, however there
will be significant problems with measuring the dignof the powder. Although water
insoluble, we can not create enough easily to meatigplacement, so another method
must be found.

A sample of this new material was produced, in pawidrm, and tested in the SQUID.
The results are shown below:

MH Loops:
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Figure 7-12 — Second analogue (¢ ) MH plot (data collected 07/08/06)

It can be seen that the loops cross the y axis ddm be attributed to the skew in the
graph due to the demagnetization factor:

H piemar = H

Internal

- NM

Applied
If the value of N is not exactly correct, then traph will be skewed to the wrong extent.
Our demagnetization factor was calculated assumaringilipsoid sample. Our SQUID
sample was a cylinder of diameter and length Sriviodelling this as a sphere gives a

demagnetization factor of a third. However, anypesthis introduced are likely to be
small.

From the analysis of our earlier plots we know thatrelative permeability is given by:

u, :1+M
F{

Erring on the side of caution for the reasons patliabove still gives us the following
perm abilities:

@ 30K
@70K
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It can be seen that the measured permeabilitgmsfsiantly higher than with the first
material studied (roughly twice as large), thoutihfar below the 52 predicted initially.
However, it should be noted that due to the demsitplems outlined above there is a
significant room for error in this value which nedd be addressed through collaboration
with the chemistry department at a future dater@es insufficient time during the

year to make up pucks of the second material,Haretis no reason to suppose the results
would differ greatly, since the binder itself ismmagnetic. However, erring on the side
of caution the rest of this thesis will deal onlighwthe first analogue whose properties we
are more certain of.

TM Plot:
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Figure 7-13 - Second analogue(%8 ) TM plot (data collected 07/08/06)
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8 Design of rig to test theory

The simulations presented earlier illustrated ¢h&AS should function. Realising an
experimental setup which would replicate this setag the next step. Our simulation
depicted a cylindrical sample of variable permeghbihaterial, with an area of high
permeability moving in from the outer edge.

To replicate this we need a cylindrical sample atenal, with a toroidal ring of high
temperature that travels into the centre from titeroedge. There were two distinct
approaches that were examined to produce thisteffec

* Forced heating
o0 The other option investigated was forced heatihgel have a low
conductivity material, then we can heat it locallghout affecting the
surrounding area. So if, for example, if an arragransistors could be
produced, then we would be able to switch the pahitigy of the sample
as we would switch a pixel (heat dissipated intthasistor driving the
material over its transition)

e Thermal wave
o If the outer edge of the sample is heated withlagyihen that heat pulse
should travel inwards as a toroidal ring towardsdabntre. Achieving this
depends on obtaining favourable thermal propeste$ that we can
produce a slow moving leading edge rather tharettiee block heating
up simultaneously.

Both of these approaches require us to know thveniddeproperties of our material.
During initial work we were still working with thpuck held together with silver binder
(the fine powder had not yet been examined), argtd this bound puck that we will
refer in the following sections.

To date we have not characterised the thermal piepeither of the raw powder, or of
our silver puck. However, discussions with colleagjin the chemistry department

suggested that the powder would be a thermal itwulBased upon that surmise, we
were able to estimate the thermal properties ofpogk:

If we assume that our puck has a packing factarredt®0%, and assume that the
Prussian blue powder itself has:

thermal conductivity< silver, and specific heat> silver

then we can take the thermal properties of the podle 10% those of silver
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@25 degrees C:

Specific heat capacity = 10* 232 = 2320J/Kg K
Thermal conductivity = 0.1*418 = 41.8W/mK

8.1 Forced Heating

A forced heating approach would appear to be thst filexible. An array of transistors
would enable any pattern of permeability to be pimdl. However, it would not be a
trivial task to produce such an array, and wouldately fall outside the expertise of this
group. In the interim however, a simulation was based upon concentric heating
“elements”. These could be PCB tracks through whiatent was passed, and which
would then dissipate energy to the Prussian bhising its temperature. While less
flexible than a full array, it would also be fanmgiler to produce.

8.2 Thermal Wave

The alternative to forced heating was to simplyt higethe circumference of our puck
with a heat pulse, causing a thermal wave to pratgsipwards the centre. This method is
far simpler than the forced wave above, but it @erdependant on favourable thermal
properties of the material.

To test whether our material was likely to haveribeessary thermal properties, a simple
model was constructed. It showed a block of ourentconnected to a cold head. The
thermal path from the sample to the cold head wsrupted by a heat source, enabling
us to heat up the sample via its outer edges.
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8.2.1 Thermal Model

o {ht) : thermal_modehmph I g [=] e}
20 PREA IR0 2
Time=600 Surface: Temperature Max: 39,322
s [ | i |
@ 0.052 ] 22
¢ = | Resistor on top Screenshot of
¢ ™| surface thermal model !
2l setup
Linkage rods. In rig
as constructed these .
are 4 brass rods —in
the axisymetric model
they were treated as 4 B
continuous cylinder
with cross sectional B
area equal to that of
our four rods
| | Cold head at 40k
e ) g
{t-0.01, 0.035) T fequat svep [ [ [ ] [Memary: 87 | 107)
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Figure 8-1 — Screenshot of thermal model. The cbigad is held at 40K while a step heat input is dpgl
to the resistor on the topmost surface and then mred.

The model was set up with a 25W heat input to thekbon the top of the rig, shown
above. This pulse was modelled as a step thatdwfiafter 300 seconds. The base of
the rig was modelled as being tied to 30K — oud ¢wad temperature.

A series of plots were produced showing the tentpezaat various points across the
Prussian blue puck with respect to time:
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Figure 8-2 — Output from thermal model for 25W inpu

This plot shows the puck first heating up, thenliegodown over a period of 10 minutes.
The 5 lines plotted represent five points in thekpwach separated by 2mm, from the
outer edge to the centre. While the lines lie \@oge to each other, there is a definite
delay from one to the next. This can clearly bensgethe following, zoomed in plot:
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Figure 8-3 — Output from thermal model, zoomed m $how wave progression

In the above plot each of the lines from left ghtirepresents the temperature at a point
further within the material (see key). The blacktial and horizontal lines show the
time separation between different temperaturesimvitie material as the wave travels
inwards.

This plot clearly shows a thermal front moving tigh the material. Again, each line on
the above graph represents a 2mm separation, lvgtbuter edge of the puck represented
by the left hand line, and the centre of the pugkhe right hand line. It can be seen that
the pulse takes approximately 4 seconds to trawel the outer edge to the centre, with
this speed increasing as the pulse penetrategfufd course this result will depend on
the exact thermal properties of the material, bdbes show that such an approach is
viable.

8.2.2 Magnetic Model

A series of magnetic models were also producedn®éeled to show that, having
produced a thermal wave, we could turn this intoagnetic wave due to the
ferromagnetic transition of our Prussian blue agaéo In this simulation, a change in
relative permeability from 1 to 3 was used. Thiseag well with the change observed
from our SQUID measurements of the two Prussiaa Bhalogues. As mentioned, there
was some uncertainty as to the density, and theupriecise volume present, of our
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second analogue. However, any error would seruectease, not decrease the
change in permeability above that of our first semp

In designing the magnetic simulation, it was realithere was a conflict in design needs
for our rig. On the one hand a high conductivioyy Ispecific heat material such as
copper was needed to facilitate our thermal puldesvever, on the other hand it was
necessary for the dimensions of our Prussian hlig& fo be significant with respect to
the size of the magnetic circuit (which will thusea bigger effect for a given change in
the Prussian Blue’s magnetic properties).

This would entail constructing the rig from softnr, which has a high permeability, but a
far lower thermal conductivity.

Our first simulation was designed assuming anagber rig, but with the superconductor
mounted on an aluminium pedestal, and the varipasess within the copper block also
constructed from Aluminium (to prevent binding betm similar metals) (séagure

8-7)

The simulation modelled a heat pulse being appbetie outer edge of our puck, an then
travelling towards the centre. This was followgtkthee sample cooling down, again from
the outer edge (sdegure 1-5 page 5)

To do this, the puck was modelled as 8 strips denel that we could set to either hot
(low permeability) or cold (high permeability) dsetpulse advanced:
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Figure 8-4 — Magnetic model, showing finite elememiesh

Spacer to hold hall prob

The simulation was run multiple time
each time changing the parameters of th¢
strips of Prussian blue to model an
advancing thermal wave

Pedestal on which superconduc
sits

This gave the following plot for our magnetic waz8mm bellow the bottom surface of

our
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puck:
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Figure 8-5 — magnetic field strength 0.8mm belowetburface of the puck for heating (top) and cooling
(bottom) for a change in relative permeability oftd 3

During both heating and cooling, there is a pea&tdéast 30mT visible. While this
might be sufficient, the simulation was then nfiedi such that the pedestal on which
the superconductor sits was made from soft ironvassthe spacer above the Prussian
blue, between it and the magnet. This has the @adgarof introducing a large amount of
soft iron into the circuit, without interfering viaithe thermal circuit through the copper,
and gave the following plot, again 0.8mm below Bmassian blue surface:
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Figure 8-6 — Magnetic model 0.8mm below Prussiam®lsurface, but with an iron pedestal for the
superconductor

There is a noticeable change between the two mddetise case of the iron pedestal, the
magnitude of the field measured is increased. Hewdkie sharpness of the magnetic
wave-front is reduced, meaning there may be noathvadvantage to using the iron.
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It is likely the reason for this is lies in the falsat the permeability of our Prussian
Blue is << that of the iron. In the case of thep&Hestal, a change in permeability of 1-
>3 is more significant than when we have an irah with a very high relative
permeability, right next to our Prussian Blue saanplithough the field measured will be
higher in the second case due to the flex condgmraaused by the iron, the change due
to our Prussian blue will be less pronounced.

However, there is still an issue with the penetratiepth of the wave. The above plots
were taken at a depth of 0.8mm below the puck 2.6snm below, any effect has nearly
vanished. This penetration depth could be increhgaohproving the magnetic circuit in

a future design (making the Prussian blue a lgpggportion of the total circuit)

However in this instance it can be seen theretwaiethe superconductor and the Prussian
blue must be in very close contact if the waveipgnetrate.

8.3 Constructing the experiment

Based upon the above simulations, it was decidadtéonpt a thermal wave, rather than
a forced actuation. While the former would be miterible, it would also be

significantly more complex to construct, and forimitial test the simplicity of a thermal
wave was an advantage.

The applied magnetic field would be provided byghlgrade NdFeB permanent magnet,
below which would be hall probes, then the Prusbklae puck, and finally the
superconductor.

The rig was built to match the simulated strucglrewn above, and is shown
diagrammatically below:
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| Thermocouple 1

IHeater _
L —y
| Washer to protect hall probe:
INdFeB Magne A Thermocouple :
Hall probes |_ | / .%/:_,//
I e — ] Washer to hold sampli
Prussian L —
blue/silver | + Brass rods enable top sectio
binder W to slide up and down — very
puck \ tight fit to ensure a good fit
| and good thermal path
| — ~
| 1™~ Aluminium plug
: I screws into base and
YBCO high holds sample (and
temperature | everything above it) in
superconductor || :
I
|

'Cold Heac
[
[

Figure 8-7 — Initial setup of experimental rig (ndb scale). Details changed from experiment to
experiment, and are documented where applicable.

Initially, it was thought that there could be algem with the experimental setup. The
top section of the rig is constructed from copp@d joined to the bottom section by 4
tight fitting brass rods, each 1/8” in diameterthié thermal expansion coefficients were
sufficiently different for brass and copper, and tlght way around (so the joints loosen
rather than tighten with falling temperature) thieis possible they could lose contact,
and thus interrupt the thermal path from top tddoat To check this figures were
obtained for the thermal expansion coefficient athbcopper and brass at cryogenic
temperatures:
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Ralztiva Insar peparsion coaficent 411 (%)

Temparaksa T K]

Fig.3.14. Relative linear thermal expansion coefficient of (1) Invar (upper), S
{lower). {(2) W. (3) neo-allpyed steel, (4) MNi. (5) CugyNigs. (6) stainless steel (m

{8) German silver, -rjm:- 10) Al {(11) soft solder, {12) In, (13) Vespel SP2X

Hg. (15) ice. (15) Gte, (17) Stycast 1266, (18) PMMA, (19) MNylon, (20) Teflon
[3.44). Some further darm are: Pt similar w (3); Ag berween (9) and (10); Stycast 2850
ST slightly larger than {(10). The relative change of length betweecn 300 and 4 K &=
102 AL = 115, 42, 63 and 5.7 for Stycast 1266, Stycast 2850 GT, Vespel SP-22 and
zolders, respectively [3.43-45]

Figure 8-8 - “Matter and Methods at Low Temperaturé

It can be seen that although the coefficients adered such that a decrease in
temperature would lead to a looser fit, the valresso similar that the effects are likely

to be negligible at the temperatures we will bekiray at.

" Frank Pobell, 2002 Springer
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Figure 8-9 — Top section of the copper rig

One issue that needed addressing was how far frerauperconductor the puck could
be. It needed to be separate so as not to provddaauctive path, but any magnetic
wave produced by the puck was likely to be veryistamge (se€&igure 8-5 page 57).

To test this, a simulation was put together to nhbde the magnetic properties changed
with distance from the puck, as the puck crossethdgnetic transition.

The rig was built from copper for its high therncahductivity. However, being non-
ferromagnetic it also meant that the majority @& thagnetic path of our permanent
magnet was through air. There was a concern theréfat the changing properties of the
puck, whose dimensions were << than that of theuitirwould have a small impact on
field distribution. The earlier magnetic simulatsoseemed to suggest however that a
wave would be visible, and furthermore that makimg pedestal for the superconductor
from soft iron would increase the amplitude sigraftly.

The structure itself was encased in an evacuatextaeoler, such that the only heat
transfer could be either via conduction or radmatibhe cooler was a closed circuit liquid
He system, capable of reaching temperatures dowr2to under ideal conditiof%

The power resistor on the top surface enabled heabup the edges of the sample puck.
The superconductor itself is in direct contact with cold head, with a small gap

8 Our conditions were not ideal — the compresspottfe helium was replaced due to old age. As a

result, the cooling capacity of the cooler fell swierably.
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between its top surface and the puck, to preveirig driven normal by the
thermal wave.

Two thermocouples were attached to the outer seidathe device, on the top surface
near the heater, and on the outer surface, letblthwe edge of our puck. These were fed
through compensated cables out of the cooler t6.alRe temperature of the cooler itself
was monitored by a silicon diode whose output vealstfack to a PID controller unit.

Sample Spa¢
He Lines
Figure 8-1Q — Experimental setup
Compressc
Temperature Vacuum Gaug Vacuum Pum
Controllel
PC Capture board Cold heac

motor

Two high sensitivity, high linearity hall prot@@svere fitted inside the experimental rig in
between the permanent magnet and the top of thesiarublue, with which it was hoped
to measure any magnetic wave produced. These wexd t0 a SOmA current source,
with the voltage leads running to a PC.

8.3.1 Radiation losses

We have assumed in designing our experiment thheat transfer is by direct
conduction, and that there is negligible radiatibthis were not the case, then our
thermal path could be shorted out (for instancéatad) from the superconductor to the
base of the puck could tie it permanently to thie t@ad temperature)

2 LHP-NP from “Arepoc” : http://www.arepoc.sk/defasoubory/LHP_N.htm
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To ensure that this was not the case, we set iit@ €lement model to determine the
steady state temperature with the cold head at Raldiation losses appeared tiny:

4.001e+01 : =4.001e+001
4.001e+101 : 4.001e+101
4.001e+101 : 4.001e+101
4.001e+101 : 4.001e+101
4.001e+01 : 4.001e+H01
4.001e+001 : 4.001e+01
4.001e+07 : 4.001e+H01
4.001e+017 : 4.001e+H01
4.001e+101 : 4.001e+101
4.000e+101 : 4.001e+101
4.000e-+101 : 4.000e-+101
4.000e+01 : 4.000e-+101
4.000e+001 : 4.000e-+101
4.000e+01 : 4.000e-+H101
4.000e+001 : 4.000e-+101
4.000e-+101 : 4.000e-+001
4.000e-+101 : 4.000e+101
4.000e+01 : 4.000e-+101
4.000e+01 : 4.000e-+101
<4.000e+001 : 4.000e-+101

Density Plot: Temperature (K)

Figure 8-11 — Second thermal model showing negligibadiation losses

The key on the right hand side shows that the tiadido ambient (280K) is negligible,
with the entire unit staying at a uniform 40K, eweithout a radiation shield.
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We will be able to check this once the experimsmtinning. Conduction heat transfer is
governed by the following equation:

_ kAT, -T)
Q="

Radiation by this:

Q= Ago(T, -T)*

It can be seen that while conduction losses aeztiyr proportional to the temperature
difference, radiation losses are proportional ®4hpower of the difference. Thus if our
thermocouples show a purely linear change in teatper with time, we know radiation
losses are small.

9 Introduction to the cryocooler

9.1 Refrigeration Cycle

The cryocooler at is simplest is a device that psitiquid helium (boiling point 4.2K)
through an cold head located in an enclosed, etedspace. The actual temperature of
the cold head is determined by a heater mountet$ eop surface, in theory allowing

any temperature between 4.2K (in fact minimum ragedperature is 10K) upwards to be
obtained. As the helium passes through the cold,htthat cold head is above 4.2K the
helium boils, cooling the cold head. The gaseolisitnes then returned to the
compressor, the heat extracted (via a water coslstem) and the gas condensed ready
for another pass.

Our cooler is slightly more complicated. A valvetla base of the cold head opens and

closes valves in the helium lines to make use ®GHford-McMahon cycle:

(In the following diagrams, the regenerator is thalty linked to the cold-head)
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Figure 9-1 — Gifford-McMahon refrigeration cycle g¥ained

The PV product gives us the amount of energy stordide gas:
P V J
ﬁzx m3 = Nm

m

Thus ideally the total heat extracted from the dwdd in one cycle is given by:

Q = (VMax _VMin)( pH - pL)

The cooling power of the cold head obviously degeonl the flow rate of the helium -
how many times the cycle repeats per second, amdsth function of the compressor
unit used.
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9.2 Two stage Cold head

Our system consists of two cold heads, a high pandra low power one. The high
power cold head will sit at around 40K. It is stghntied to this temperature due to the
high power of the head. The smaller secondary lee&dl has less power, and so the
temperature controller can vary its temperatuneegsied. It has the ability to drop the
temperature down as far as (nominally) 10K.

50 100 150 200 250 300 K

Figure 9-2 — Power vs. Temp for first stage (ledihd second stage (right)

The above figures show the cooling power of thenpry and secondary stages
respectively (our unit is an RS210)

10 Calibrating the system

Having produced the final system, we set abouingshe rig. The first task was to check
the output from our sensors at room temperaturepaeskure.

10.1 Thermocouples

It was discovered by Thomas Johann Seebeck in ttB2any metal will produce a
voltage when a temperature gradient exists acte$srigth. The relationship is given by:

V =g AT

Where s is the Seebeck coefficient for the material. Ifeveate a general thermocouple
circuit:
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Figure 10-1 — Basic thermocouple circuit

Where material A has Seebeck coefficig a» and material B has coefficieIs
The voltage measured at the terminals will be:

T1 T2 Tj
V = [ (T)dT + [0, (T)dT + [ o, (T)dT
Tj T1 T2
Tj Tl T2
V= jaB(r)dT+jaB(T)dT+ jaA(T)dT
T2 Tj T1
T1 T2
= [0, (MdT+ [o,(T)dT
T2 Tl

= leaB (T)dT—TJ}aA(T)dT

= [(0e (M) =, (T)dT

So if we have two metals with different Seebeck coffits, then we will develop a
voltage across the output terminals that is progoat to the temperature difference
between our reference and our measurement jundtiae. know the temperature of the
reference, we can then calculate the measuremestigon

In our setup, the thermocouples used were both & (yppper + constantan) to give
readings down to -27%C. The two thermocouples were wired as shown below:
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= BrassI —IBI‘EI.SS = =

Cu| (Cu

PC

Figure 10-2 — Our thermocouple circuit

T1 is our measurement junction
T2 is our reference junction, at the inner junctidrour brass connector

T3 is the temperature on the outer junction ofitfess connector
T4 is the temperature measured by our capture card

To make a temperature measurement of T1, we hawake the following assumptions:

* Brass is an alloy of copper, and as such has aosaliseentical Seebeck
coefficient
o T4=T3=T2

In that case our wiring simplifies to:

T1
C
Cu
Cu
T4

BC

Figure 10-3 — Our thermocouple circuit, simplified

69



And the temperature can be read by the PC as:

V= Tf(UCU (T) - 0. (T))dT

Standard lookup tables exist which relate the mealstinermocouple voltage to the
temperature at the measurement junétiagdowever, they are tabulated with respect to a
reference junction (T4) at zero degrees Celsiusorection must therefore be made for
our non-zero reference temperature. This simplglwves adding the voltage that a
thermocouple would register at the reference teatpex and a zero reference to the
measured voltage.

10.1.1 Testing thermocouples

The first tests were carried out at room tempeessimd pressure using an ice bath (273K)
and a vat of liquid nitrogen (77K) respectively.doth cases the calculated temperature
was correct.

The next stage was to pump the system down andt¢caoimparing the thermocouple
readings to those from the temperature controllison diode — again the match was
good.

10.2Hall Probes

10.2.1 Hall probe Theory

The theory behind hall probes is relatively simpil@ve pass current through a
conductor, and then apply a magnetic field, theoleage will be developed
perpendicular to the direction of current flow whis proportional to the strength of the
applied field.

0 http://srdata.nist.gov/its90/main/
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Figure 10-4 — Hall Probe

The relationship is:

VH = ﬂ
nec

WhereB is the applied fieldl, the current flowing in the probe, n is the bulkrea
density, anck the electronic charge.

10.2.2 Testing the hall probes
The probes were arranged as shown below:

Figure 10-5 — Hall probes mounted inside rig
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The two probes are secured to the aluminium wastiag melted bees-wax, enabling
easy removal. The arrangement of the probes pusemsor (marked by the cross on the
sensors surface) closer to the centre of the &g the other. Any travelling magnetic
wave we might observe would be symmetrical, andlevoeach one before the other, a
result we could then observe.

The hall probes could only be tested at room teatpeg. This was accomplished simply
by placing the probe in a magnetic field and conmggits output to that from a calibrated
gauss-meter. The manufacturer had provided uscaithration data for room
temperature use which proved accurate. We were@itabest the probes at lower
temperatures. As the hall voltage depends on cateiesity, it will be some function of
temperature. However, from discussions with theufecturer any deviations were
expected to be small. A further test could be ntadeooling the system in the presence
of a known, constant magnetic field and noting hbg/output changed as the
temperature fell.

11 Experimental results

Having successfully tested our sensors, we weagpiosition to attempt to acquire some
results. The first observation was that the changemperature at our two
thermocouples with time was relatively linear, bagkup our earlier assumption that the
majority of heat transfer was via conduction, amastvalidating our thermal model,
which neglected radiation.

Ouir first sets of experiments were conducted utitefollowing conditions:
1 Entire Rig (Magnet + Prussian Blue + supercondictor
2 Magnet + superconductor only
3 Magnet only

In each case we used our heater on the top ofghe apply heat pulses to the system of
varying lengths, and observed the results.
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11.1 Experimental Geometry

Setup Geometry Diagram(not to scale)
1
Fibre washer Fibre Washer thickness: 0.8mm _ Fibre Washe
Magnet Magnet thickness: 10mm <
Fibre washer Fibre washer thickness: 0.8mm
Hall probes Hall probe mount thickness: 3mm — «— NdFeB Magne
probes 2mm above Prussian blue* - —
Fibre washer Fibre washer thickness: 0.8mm A N N e
Prussian Blue Prussian Blue thickness:5mm AN Fibre Washe
Fibre washer Fibre washer thickness: 0.8mm \\
Superconductor Superconductor thickness: 5mm A g Hall probe
Thermocouples mounted on cold head \ \
and level with Prussian blue, on outer N Fibre Washe
surface of copper \
*|t was necessary to mount the probes abovg Prussian Blut
the Prussian Blue in this case due to the wa
in which the Prussian blue puck is held in .
place from below. A redesign will be needed| to Fibre Washe
bring the probes closer to the YBCO if so
desired.
YBCO pucl
2 PTFE her thick 10
PTFE insulator washer thickness: 10mm
Magnet Magnet thickness: 10mm “—1 || NdFeB Magne
Fibre washer Fibre washer thickness:0.8mm
Hall probes Hall probe mount thickness: 3mm — < PTFE insulatc
Fibre Washer pl_robes 2mm be_low Magnet
Superconductor Fibre washer thickness:0.8mm :
P Superconductor thickness: 5mm R Fibre Washe
Ve
Thermocouples mounted on cold head N
and level with magnet, on outer surface X \\\ Hall probes
of copper \
| /J'N X Fibre Washe
YBCO puct
3
PTFE insulator PTFE washer thickness: 10mm | NdFeB Magne
Magnet Magnet thickness: 10mm <+
Fibre washer Fibre washer thickness:0.8mm -
Hall probes Hall probe mount thickness: 3mm — < PTFE insulatc
probes 2mm below Magnet
= Fibre Washe
Thermocouples mounted on cold head -
and level with magnet , on outer surface g
of copperOmm below top of copper T Hall probe:
cylinder

In each of the three cases care was taken to eresuks were as comparable as
possible, by the use of a non magnetic PTFE spadake the place of absent parts of
the experiment.
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11.2Summary of results

There were three cases examined above:
1 Entire Rig (Magnet + Prussian Blue + supercondgctor
2 Magnet + superconductor only
3 Magnet only

Of these, setups 3 and four gave identical ressuiggesting that the superconductor was
not being magnetized. With the Prussian blue ingtzowever, we obtained very
different results, seeming to suggest a magnedizati the superconductor. The only
change would appear to be the presence of ouriBnusisie material, and some of the
data obtained would seem to suggest that our TAS&yhwas correct. More analysis is
needed, however that completed so far is outlinedare detail below.

11.2.1 Magnet only

As the temperature fell, there was a very defiaitd repeatable signal from our hall
probes. The measured field first increased, thiibdek to its original value and
stabilized there.

225 [ T T T T T T T T T T T T ! T T T T ! T T T T ! T T T T -I
[ : : Outer Hall Prob
220
215 - f.; ................. .......... -
il "=
%’ 21':' i e [N o . H Inner Ha" PrOb
- g Lo
[ -
EDD -— ..........................
195 e
B0 70 a0 90 100 110 120

Temp (k)

Figure 11-1 — Changes in remnant field with tempeuae of our NdFeB magnet. Pink (top) plot shows
outer hall probe, brown (bottom) shows inner haligbe data.

As would be expected, the hall sensor nearesitedige of the magnet recorded the
highest value, while that closer to the centre réed a lower value (due to increased flux
density at the corners of the magnet). The sigmiichange in remnant field with
temperature was unexpected however.
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After some research, it was found that this waaah a characteristic of the NdBFe
magnet we were using:

16—t | | | i

S0BH

| | | | |
100 150) 200 250 300
Temperature (K)

Figure 11-2 — Change in remnant field vs. Temp flidFeB magnets. Note the magnitudes are different
from our own because of the grades of magnet in.use

The above figure shows the dependence of the renfislthto changing temperature.
Although not directly comparable to our data (dwe difference in magnet grades
between ours and those plotted) the grade affedystioe magnitude, not the shape of the
data.

While unexpected, it was realised that this vasiatvith temperature could be used to
our advantage. The change in remnant magneticdaitinues around the ~80K at
which our YBCO becomes superconducting. In thig ¢asiight be possible, even in the
absence of our Prussian Blue, to create a tragaifiagnetic wave across the surface of
the YBCO. If we heat our magnet directly, in pla¢ehe Prussian Blue, then as the heat
pulse moves inwards so the remnant field changekagain we have our travelling
magnetic wave.

By using our heater, we were able to observe timmaat field of the magnet as we first

heated, and then cooled it to different extentse-htysteresis loops thus produced can be
seen on the previous page. These loops run cloekarsl appear entirely reversible:

75



Figure 11-3 - Direction of hysteresis loop

11.2.2 Magnet + superconductor only

The same loops as before were now repeated witbugherconductor in place. As before,
hysteresis loops were observed — in fact the obsgetata appears very similar to that
observed with just the magnet. In this case thppear to be no observable effects due to
the superconductor at all.
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Figure 11-4 - Magnet + superconductor
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11.2.3 Comparing Datasets

It was noted that the results obtained with justrttagnet, and those obtained with both
the magnet and the superconductor appeared exyresimelar. An analysis was carried
out to determine how similar they were. This waselby closely observing the data
recorded over a single heat pulse. Two similar pakdes were found in both data sets
and overlaid:
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Figure 11-5 — Comparing datasets

The change in measured field over that temperatunge for both data sets was then
plotted:
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Figure 11-6 — Comparing hysteresis with and withauperconductor

It can be seen that the two plots are indeed Jierjas shape for an identical heat input,
although the temperature response of the superctordaample has been shifted slightly
to the right. The loop with the superconductor preslso gave consistently higher
readings — in the above plot the “magnet only” deta been scaled by 1.12 to make
comparison of shapes easier. Whether this chardyeeiso our hall probes or to some
effect of the superconductor is unknown at thigeta

11.2.4 Entire Rig (Magnet + Prussian Blue + superco nductor)

Finally the same set of experiments were repeattdtiae entire rig in place — magnet,
Prussian Blue puck, and superconductor. To mai@amnsistency with the earlier setups
the hall probes were mounted between the superctordand the Prussian blue puck.
This was not an ideal position, introducing a 3map detween the bottom of the
Prussian Blue and the top of the YBCO sample. €kalts obtained are shown below:
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Figure 11-7 — Field vs. temperature for the fullysaembled rig

It can be seen that this time there was a veryiefeffect — our hysteresis loops have
been inverted (see Figure 11-3, page76). Previousliieated the system, and then the
field increased as it cooled back down again. Nwsvdpposite occurs - while the field
still increases linearly with temperature, it thheduces as the system cooled - the fall in
field was concave (compared to convex in the prevatasets). This would certainly
seem to suggest the YBCO is having some effechefi¢ld — to work out precisely
what was occurring more tests were needed.
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field

To check whether we were magnetizing our superattoduve conducted a series
of tests where a heat pulse was first appliedecsitstem, then the change in measured

observed. Plots from this are shown below:

23

Rald (M T)
[ [ ]
[2 - |

Fa
5

2

2x T

22

v
232 4 ?‘ T
Magnetic field measure Tﬁnmpfrigtur:ﬁ p??r:
EEL varies by approximately 2mT ﬁe' Oh? entica
Small effect, but still an 19
1 Gy 7150

Tims (Sa2)

175

170

Field (aT)

Tenp (K)

Tampes raturs (K]

Figure 11-8 - This plot shows the temperature megeiat the outer edge of our Prussian blue plotted
against the measured field between the PrussianéBand the YBCO superconductor

This plot would appear to back up our suspicion W& have succeeded in magnetizing
our superconductor. It can be seen that we haveamperature peaks of (almost) equal
amplitude. The first exhibits a gradual rise in parature, while the second a far sharper

rise.

However, although the magnitudes of the two peaksbnost the same, the magnitudes
of the measured field peaks are very differenttpnaduced by the gradually increasing
temperature rise has a significantly lower fiel@glpéhan that produced by the rapid

change in temperature.

Had both peaks been the same, the inevitable ceinalwould have been that we were
merely observing the temperature response of otieBdnagnet. Since they are not, we
need another explanation. Let us start with tharagsion that both temperature peaks
caused magnetization of our superconductor. Oweg, tflux creep will cause losses,

and

so the induced field will reduce.

31

“Theory of Flux Creep in Hard Superconductorsl'2/9/1962 — Physical Review
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If the temperature rise is much faster than thedsslue to flux creep, then we see a
large peak. However, if the temperature rise isvglathen the losses due to flux creep are
more significant, and the maximum level reachddwser.

The fact that we have observed such noticeabletsfédtributable to the superconductor
in this case, while with just the magnet and the@esconductor no such effects were
observed would at first appear hard to explain. E\@v, one possible solution is as
follows:

The magnitude of the variation in the field of thagnet due to temperature is
approximately 15mT. In the case where no effect eserved, the magnet, hall probes,
and YBCO were all in close contact. The thickndsh® probe mount was 3mm, so the
distance between the magnet and YBCO is thus afsn.3

However, in the second case we have the magnetatheyer of Prussian Blue analogue,
then our probes, and finally the YBCO. As we dtive Blue across its transition, we are
inserting a high permeability path between the YB&@ the magnet — effectively
bringing the magnet closer. It may be the casetligathange in field due to this effect is
greater than the 15mT due merely to the temperapendence of our magnet, and
hence the superconductor is affected to a greatenie

To check this theory we would need to repeat thpeerent with just the magnet and the
Prussian Blue in place, and then compare the obdaivange in field at the position of
the YBCO with that observed in the same positiothwhnly the magnet. Unfortunately
time constraints make this impossible to inveségatthe context of this MPhil, but it is
sure to be thoroughly investigated over the nextnbaths by my successors.

Two other phenomena are visible from the above plostly, there is a ripple with a
period of approximately 10 minutes superimposedutpe temperature waveform.

Figure 11-9- Close-up of the ripple observed in ttieermocouples

This ripple effect appears to be triggered byhbat pulse, and to die out as the system
cools back down after the pulse has been applieead initially thought that this could
be due to the temperature controller attemptingamtain coldhead temperature,
however, even with the controller disabled, th@lepeffect continued.
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It was then investigated whether the ripple eftextld be due to the frequency at which
the valves within the coldhead opened and closeithiis was shown not to be the case.
It would appear therefore that some kind of therraabnance is being set up between the
cold-head and the top section of the rig. Howeltavas noticed that the ripple appeared
on both the temperature plots for the coldheadf,taied for the copper rig, and was of
the same amplitude and phase. However, it did mo¢ar in the hall probe output.
Because of the separation of the two points, aaditrmal lag introduced by the copper,
and the fact that the hall probe values stayedtaohg was unlikely that we were
observing a true thermal event. This was backeboyupe fact that the ripple was only
observed when the superconductor was present e Wi would not affect the thermal
circuit, it will affect the magnetic system. It se likely then that these oscillations are a
result of interference on the thermocouples, pestpa changing magnetic field. To test
this, a silicone diode has been added to the tgse voltage drop is temperature
dependant. By passing a known current through itheedand measuring the voltage, we
can find the temperature. Furthermore, by firsaobhg a baseline by measuring the
voltage with no current, we can cancel out anyrfatence not due to temperature
effects. This system has been put in place, tloeiitiy to run the diode built, and the
software to interpret the voltages written. Howevleere has been insufficient time to
date to use the diode to test the cause of théeripp

The second notable feature is the rise in thegnalbe output while the temperature is
still falling.
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Figure 11-10 — Close-up of the previous plot, shagithe magnetic field (pink) rising back, while the
temperature (blue) continues to fall

This seems likely to be attributable to the changdke magnetic properties of the
Prussian blue as the system cools. If we had pagstrtagnet in place, the rebound would
not appear. However, with the Prussian blue inglas the temperature falls across the
transition temperature, so the relative permeghilithe Prussian Blue rises, giving us
the rebound effect. More tests are needed at \@teaperatures and with various
configurations to confirm this, but it would sugg#sat out material is behaving as hoped
in concentrating flux as it passes through itsoieragnetic transition.
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11.3 Running the system
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Figure 11-11 — Ratcheting temperature and observiigd response

As a final test it was decided to attempt to rum TAS. A series of heat pulses were
applied one after the other, as shown above, andetultant field observed.

It can be seen that while the increase in tempegasuinear with respect to time, the
increase in measured field is not — the gradietth@field plot is increasing with time. If
we are indeed succeeding in producing a TAS, tlisldvbe expected (see Figure 4-2,
page 21).After each pump we create a stronger ifielde same sense as our applied
field, and thus when we pump again the field isrgger, and so the next pump has a
greater effect. The above plot would appear to esighis trend.

However it was necessary to check that the obsergadinearity was not merely due to
the change in remnant field of the NdFeB magneh t@tnperature. The temperature
range over which the Prussian Blue exhibits itsiglean properties is unfortunately the
same range over which the permanent magnet’s rerfislthchanges significantly.

However, if we compare the above with our plottfer magnet alone (séégure 11-1
page 74) , we see that the change in remnantdiedd this temperature range is
completely linear during heating, whereas what aeelobserved above is not -
suggesting that the above can not be solely dtleetohanging properties of the magnet
with temperature, and giving weight to the proposithat it is, in fact, a result of our
TAS concentrating flux as planned. This comparisamot entirely valid as the position
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of the hall sensors varied slightly between the $etups (they were closer to the
magnet in the “magnet only” readings), however wiiilis might effect the magnitude of
the readings, it would not change the shape, aneesare justified in comparing the
slopes of the two plots.

However, in any future redesign of the system itldde worthwhile looking at using a

solenoid, whose field will not be temperature defzam, to simplify analysis (or making

use of a Prussian Blue analogue with a transigamperature a long way from the range
in which the magnet changes its field)

12 Future work

As mentioned above, there is clearly still muchkvorbe done in this research field —
and to attempt to finish a thesis at such a crstége is difficult indeed. There are a
(large) number of things that need to be examineal the coming months — more
readings to be taken (see above) and possibleigedeas be considered.

It is also worth looking at modifying the rig todress the balance between thermal and
magnetic properties. An iron rig has been desigaibough not yet built) which should
give a far improved magnetic circuit — although tihermal properties may suffer. A
further analysis of the conductivity and specifeahof the Prussian blue analogues also
needs to be carried out to improve our modellitigs is a task that could be best
accomplished via cooperation with colleagues inGhemistry department.

12.1Improving Performance

The cryocooler is rated to 10K, however in fastéts only able to achieve a lower limit
of ~55K. While this should be low enough to obsehestart of any ferromagnetic
transition, lower temperatures would enable furstady (the temperature transition
being from ~65 to ~30K). If in the future other btaues were examined with lower
transition temperatures, the need for improvingdbaing of the system becomes all the
more critical.

The two options for increasing the minimum tempa®bbtainable were to increase
helium flow rate, and to decrease losses from yatem. Losses can be reduced by
improving the vacuum in the sample space (andrbdiscing conduction path), and by
reducing radiation from the sample space to theideitworld. The vacuum obtainable is
already very high (~IOmbar). However, radiation losses may be reduceasbyof a
radiation shield (which should cut down radiatign30% for every layer of the shield).
The only disadvantage to this is the very limitpdee within the sample chamber, and
the balance that exists between shielding and arpat.

The only other option for increasing cooling wasrnicrease the helium flow rate to
match that of the original compressor (replacedtdu#d age). This could be achieved to
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a limited extent by increasing the voltage supplyhie compressor unit, but this will
cause it to overheat without an increased chillatewsupply.

A final improvement that is needed relates to #mgerature control of the coldhead.
The current system is standalone, and has limitedtionality. A replacement has been
designed that will be software based, enablingusihg the logging of data and the
control of the coldhead together on the PC, as aglbgging the coldhead temperature.
The new system is based around a PIC microcontrallsolid state relay, and a silicon
diode. The diode measures the temperature, the sefiéches the coldhead heater in
response to the temperature read from the diodkthenPIC communicates with the PC
over RS232. The schematics for this system have teavn up, but the system itself is
not complete — the interface software for the P§lilsto be written, although it is not
expected to present a problem — a simple VB appicas expected to suffice.
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13 Temperature controller schematic
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Figure 13-1 — Schematic of temperature controlidesign
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